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Abstract—In this paper we consider the problem of on-line stochastic ride-sharing and taxi-sharing with time windows. We study a scenario in which people needing a taxi, or a ride, assign their source and destination points plus other restrictions (such as earlier time to departure and maximum time to reach a destination); at the same time, there are taxis or drivers interested in providing a ride (also with departure and destination points, vehicle capacity and time restrictions). We model the time window restrictions as a soft constraint (a reasonable delay might be acceptable in a realistic scenario), and consider the problem as an on-line continual planning problem, in which additional ride requests may arrive while plans for previous ride-matching are being executed. Finally, such new requests may arrive at each time step with some probability. The aim is to maximize the shared trips while minimising the expected travel delay for each trip. In this paper we propose an on-line stochastic optimization planning approach in which instead of myopically optimising for the offered trips and requested trips that are known, incorporate information that partially describes the stochastic future into the model in order to improve the quality of the solution. We prove the effectiveness of the method in a real world scenario using a number of instances extracted from a travel survey in north-eastern Illinois (USA) conducted by the Chicago Metropolitan Agency for Planning.
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I. INTRODUCTION

Private cars represent the most widespread transportation vehicle and their occupancy rate is relatively low [17]. Many cars only carry a single occupant and may have three or more empty seats. During the peak-hours such a large demand for automobile transportation along with high vacancy rate leads to traffic congestion in many urban and sub-urban areas for an annual cost in terms of wasted fuel that in US was estimated to be around $78 billion in 2007 [18]. At this, we must then add the high cost in terms of environmental impact due to the resulting gas emissions.

Ridesharing and taxi sharing services provide an effective usage of cars capacity by using a common vehicle for shared trips. Conceptually, ridesharing refers to a mode of transportation in which individual travelers share a vehicle for a trip and split travel costs such as gas, toll, and parking fees with others that have similar itineraries and time schedules. These services could dramatically increase the vehicle occupancy rates, as well as the efficiency of urban transportation systems, reducing traffic congestion, fuel consumption, and pollution. They also represent an economical advantage for both passengers and drivers (or taxi drivers) as the users can share the travel related expenses. Currently, existing ridesharing systems can be classified depending on their matching search criteria and demand target segments [7]. However, in this paper we are only interested in ones, the so-called dynamic or real-time ridesharing system which supports an automatic ride-matching process between participants on very short notice or even en-route by effectively using new communication capabilities, including mobile technology and global positioning system. In addition, we consider the scenario in which stochastic information about future requests are available in real-time with a certain probability.

The purpose of this paper is to investigate, whether using this information in designing the routes has a significant positive effect on the solution quality and, at same time, we propose an on-line procedure to accomplish this task.

To the best of our knowledge, there is no previous work on the dynamic taxi/ride sharing with time windows considering stochastic requests.

On the other hand, literature on the deterministic version of such a problem has attracted many researchers in the field of AI (see [1], [3], [4], [5], [11] and [6]), to propose algorithms able to maximize the number of shared trips while minimising other parameters (delay time per trips, cost of a shared trips, travel time etc.). It can be formulated as an on-line optimization problem and has been proven to be NP-hard [1].

More precisely, the deterministic problem consists of a set of taxi/drivers offers (set of vehicles) and riders’ requests. Each participant (driver or rider) specifies a source and a destination location for her/his trip, along with an earliest departure time and a latest arrival time which define a time window at each location (notice that in the case of taxi drivers, these conditions are not applied. This removes only few constraints to the problem, but the overall formulation and complexity is still valid [1]). Finally, each vehicle has its own capacity (maximum number of carrying passengers). The aim is to assign riders to drivers and determine the
timing and order of the pickup and delivery of riders in real-time. Because new requests may arrive at each time while other are already assigned, the problem is dynamic and has to be solved on-line.

This is a challenging problem even in deterministic domain. However, the advancements in the field of human mobility [14], in the trip based models [13] for forecasting urban passenger travel demand and finally the large use of phone app for the use of any transportation service (which potentially represents a massive travelers data source), suggests that the use in real-time of travel demand prediction in transportation system design should be even considered in order to improve the quality and the performance of the service in the future.

In this paper, we consider an on-line stochastic optimization approach that explicitly exploits information about future request arrivals. It assumes that the probability distribution over incoming requests is either known or learnable. We propose an on-line anticipatory approach previously tested to the on-line stochastic packet scheduling problem [12], for dynamic taxi and ridesharing problem with time window. By means of this technique, we first samples from the distribution of possible future request arrivals, and then optimize each scenario deterministically. Finally we select the best decision by combining the solutions found in all previously sampled scenarios. Using this anticipatory technique, our planner is able to take future requests into account. We test our approach to solve instances using real world dataset extracted from a travel survey for northeastern Illinois (USA) provided by Chicago Metropolitan Agency for Planning [15].

The rest of the paper is organised as follows. First, in the next section, we describe the related work, in which we consider some on-line (deterministic) taxi and ridesharing solvers recently developed and works related to stochastic planning for similar problems. Then, in the sections 3 and 4 we give respectively, a formal description of the problem and the proposed method in detail. Finally, we present our results in the aforementioned real world scenario in section 6, while in section 7 we detail future work and conclusions.

II. RELATED WORK

Taxi and ridesharing is a relatively new emerging transportation system. [7] reports a comprehensive state-of-art, providing a taxonomy and a classification of the existing systems and analysing the current limitations. Among different ridesharing systems, in this paper we consider the so-called dynamic taxi and ridesharing [11] which aims to bring together travelers with similar itineraries and time schedules on short-notice or en-route. On the authors knowledge there is no any previous work for on-line stochastic planning in dynamic ridesharing. However, many AI researchers provided different approaches to solve the deterministic version of such a problem. [3] and [4] proposed interesting framework models to compute route matching between users by means of simple greedy heuristics. However, both of them do not take into account any complicated constraints. A more sophisticated approach to the deterministic version for dynamic ridesharing was proposed by [6]. They take into account the time constraint and model the problem as a maximum-weight bipartite matching problem, testing it in a real world scenario (using dataset from Atlanta metropolitan area). However, in their formulation they consider each driver may pass through only one pick up and delivery location and optimize just the vehicle miles to evaluate the routes. In [5], the authors propose a two stage heuristic algorithm for solving the problem. In the first off-line stage, the algorithm works as a genetic algorithm while in the second stage it works as an insertion heuristic that modifies the solution of the genetic algorithm to do ridematching in real-time. They consider multiple constraints and time windows. A similar approach is proposed in [1] in which they add the minimisation of shared cost between the participants in the objective function using a local search based method for the on-line optimization and prove the NP-hardness of the problem.

The main difference with the last two mentioned works is that we consider the time window as soft constraints (because in real world we can deal with a reasonable delay). Furthermore, we take into account each possible future requests, while they evaluate routes considering only requests that are known.

The only work similar to the one proposed in this paper is provided in [16]. They analyze the problem in a dial-a-ride setting, considering the daily operation of the Austrian Red Cross, in which each request requires transportation from a patient’s home location to a hospital or back home from the hospital and in which some requests are stochastic. In order to solve the on-line stochastic problem they use the Multiple Scenario Approach (MPA) proposed in [9] for the vehicle routing problem, considering each vehicle pass through only one pick up and delivery location and minimising the total vehicle-miles driven. Conversely, we consider a scenario in which each vehicle has higher capacity (maximum number of passengers) and the time window as soft constraints. Then we maximize the number of participants (ride matching) while minimize the delay time per passengers. Finally [8] proposed a dynamic programming based approach to solve a stochastic dynamic assignment problem for truck load motor carrier. In order to deal with stochastic scenario, they model the problem as a dynamic network with random arc capabilities to deal with uncertainty and solving it with approximate dynamic programming based techniques.

III. PROBLEM FORMULATION

The on-line stochastic planning for taxi and ridesharing problem can be defined as a 7-tuple \((R, D, S, \Omega, H, W, C)\), where \(R\) and \(D\) are the set of riders and drivers respectively.
S is the world state, the configuration of the world at generic time \( t \), \( \Omega \) is a known probability distribution for the future requests, while \( H = [1, h] \) is the time horizon and specifies a discrete model of time \( t \). Finally, \( W \) and \( C \) are a profit function and the problem specific constraints, respectively.

The problem can be described as follow. At each time \( t \in H \), there is a set of \( R_t \in \mathbb{R} \) riders wanting a ride and a set of \( D_t \in \mathbb{D} \) available drivers offer a ride. The set of requests \( R_t \) are not known a priori but are revealed online at time \( t \) and are drawn from a distribution \( \Omega \).

Let define a matching \( a(r,d) \) between a rider \( r \in R_t \) and a driver \( d \in D_t \) as an assignment of the rider \( r \) to \( d \), and the plan \( \gamma \) be the set of all the couple \( a(r,d) \) at time \( t \), such that \( a \in \gamma \) for each \( a \). Then, the configuration of the world \( S \) at time \( t \) is specified by all the elements \( s(a,p) \in S \) defined as the combination of the matching \( a(r,d) \in \gamma \) and the position \( p \) of the driver \( d \) in a on the world map.

In the problem we consider here, new requests may arrive at each time step with the known distribution \( \Omega \). Hence, at time \( t \) the on-line algorithm has at its disposal the set of requests \( R_t \) (which include both requests revealed in \( t \) and those previously not assigned to any vehicle) and available drivers \( D_t \) (i.e. new drivers and those previously revealed but still available to give a ride). The goal is to find a set of new matching \( \gamma_t \) (or plan) in \( t \) between the elements \( r \in R_t \) and \( d \in D_t \), starting from the previous world state \( S_{t-1} \).

The criteria by which the online algorithm assigns such a requests depends upon a profit function \( W(\cdot) \) subjects to some problem specific constraints \( C(\cdot) \) (both are detailed in the following subparagraph). The optimization problem is stochastic because the maximization of the profit \( W(\cdot) \) take into account not only the immediate profit at the current time \( t \) (as in a myopic strategy), but the overall expected profit over the total time horizon \( H = [1, h] \) considering all possible future requests from the distribution \( \Omega \). The solution of the problem can be represented by the sequence of plans \( \Gamma = \langle \gamma_1, \ldots, \gamma_h \rangle \) over the total time horizon \( H \). Therefore, at each time \( t \in H \), the online optimization strategy selects a \( \gamma_t \) to maximize the expected profit:

\[
\max \quad \mathbb{E}(W(\langle \gamma_1, \ldots, \gamma_h \rangle))
\]

such that the sequence \( \langle \gamma_1, \ldots, \gamma_h \rangle \) satisfies the problem specific constraints:

\[
C(\langle \gamma_1, \ldots, \gamma_h \rangle); \tag{2}
\]

### A. Profit function

The sequence of plans \( \Gamma = \langle \gamma_1, \ldots, \gamma_h \rangle \) over the time horizon \([1, H]\) in the eq. (1), is computed in order to maximize the number of matching \( a \in \Gamma \), that is the number of shared trips over the entire horizon \( H \), and at same time, it minimize the travel delay for each user (both riders and drivers). In particular, we consider the situation in which a delay might be possible because consider such situation more realistic.

Anyway such a delay can be seen as a penalty for the quality of service [10].

In particular, each user \( u \in (\mathbb{R} \cup \mathbb{D}) \) (i.e. both riders and drivers) is characterized by the couple \( (e_u, l_u) \), where \( e_u \) is the earliest time to departure (i.e. the user cannot leave its starting location before that time), while \( l_u \) is the latest time to arrival (i.e. if the time to arrival is greater than \( l_u \), such delay decreases the quality of service).

We penalize each travel delay as follow: for each user \( u \), let \( T_u^a = (l_u - e_u)(1 + \alpha) \) be the estimated travel time with \( \alpha \in [0, 1] \), and \( T_u^a \) the actual travel time. The penalty \( c(u) \) for the user \( u \) is:

\[
c(u) = \begin{cases} 
    e^{- \frac{T_u^2 - T_u^a}{h}}, & \text{if } T_u^a > (l_u - e_u) \\
    0, & \text{otherwise.}
\end{cases}
\]

Hence, the sequence of plans \( \Gamma \) maximize the following profit function:

\[
W(\Gamma) = |\Gamma| - \sum_{u \in \Gamma} c(u) \tag{3}
\]

for all the users \( u \in \Gamma \) (riders and drivers) for which a suitable match has been found over the entire time horizon \([1, H]\).

### B. Constraints

The online optimization problem described above is subject to the following constraints:

1) Each driver (rider) must start (be picked up) at the specified source point, after its earliest departure time \( e_u \).
2) Each vehicle cannot load more passengers than its capacity.

### IV. PROPOSED METHOD

The on-line stochastic planning algorithm proposed for the taxi and ridesharing problem consists in three main steps:

1) draw samples from the probability distribution over the entire time horizon to obtain future scenarios;
2) find an optimal plan for each scenario ;
3) select the best decision combining optimal plans over all scenarios.

In particular, we assume a discrete model for the time \( t \in H \). At each time step \( t \), there are \( R_t \) revealed riders to assign to \( D_t \) available drivers. The algorithm samples from the distribution \( \Omega \) a number \( i \) possible future scenarios (step 1). Each sampled scenario includes possible future requests \( r \in \mathbb{R} \) and available drivers \( d \in \mathbb{D} \) from \( t \) to \( H \) (over the entire time horizon). Notice that, among them, only riders and drivers revealed at time \( t \) \( (R_t \in \mathbb{R} \) and \( D_t \in \mathbb{D} \) respectively) can finally be assigned from the on-line algorithm. The number of sampled scenarios is an algorithm parameter.
Then, each sampled scenario $i$ can be optimized deterministically using an appropriate optimization procedure (step 2). Hence, for each scenario $i$ there is a deterministic plan $\pi_i$ that match riders to drivers revealed in the scenario $i$ from $t$ to $H$. However, we have two issues. First we have as many deterministic plans $\pi_i$ as the number of sampled scenarios. How can we combine those to select the best plan? Finally, each deterministic plan includes matching between riders and drivers available over the entire time horizon from $t$ up to $H$. How can we extract only matching between riders and drivers available at time $t$ (we cannot match users before they are not revealed)?

### Algorithm 1 ONLINE STOCHASTIC PLANNING

1. for $t$ from 1 to $H$ do  
2. \[ 0 \leftarrow Q(r,d) \]  
3. for $i$ from 1 to Width do  
4. \[ f_i \leftarrow \text{draw_future}(R,D,\Omega,t,H) \]  
5. \[ \pi_i \leftarrow \text{optimize}(f_i,s_{t-1},C) \]  
6. for all $(r,d) \in \pi_i$ do  
7. \[ Q(r,d) \leftarrow Q(r,d) + 1 \]  
8. $\gamma_i \leftarrow \text{compute eq.}(5)$  
9. $s_t \leftarrow (s_{t-1},\gamma_i)$

**Definition:** given a time slot $t$, for each matching $a = (r,d)$, with $r \in R_t$ and $d \in D_t$, we define a plan aggregation rank; a function such that:

$$Q(r,d) : (R_t \times D_t) \rightarrow \mathbb{N}$$

The plan aggregation rank $Q$ is a function of each matching between the rider requests and drivers revealed at time $t$.

$Q(r,d)$ can be easily represented as a lookup table with $r$ rows and $d$ columns for each $r$ and $d$ defined in $R_t$ and $D_t$ respectively. The value of each cell $q(r,d)$ is a non negative integer.

At start of the sample procedure (in step 1), we initialize each element of $q(r,d) = 0$. Then, during the deterministic optimization step, for each couple of elements $(r,d)$ such that $r \in (R_t \cup \pi_i)$ and $d \in (D_t \cup \pi_i)$ we update the element $q(r,d) = q(r,d) + 1$. Put in other words, we select the drivers and riders available at time $t$ and included in the deterministic plan $\pi_i$ (i.e. drivers and riders for which a match has been found) and increment those elements $(r,d)$ of $Q$ by 1. We continue to update $Q$ after optimizing each sampled scenario $i$.

At the end of the sampling/optimization step, the final value of all the elements $q(r,d)$ denote the number of times those matching have been selected for a plan $\pi_i$. Now, we can evaluate each deterministic plan $\pi_i$ individually by means of $Q(r,d)$.

We choose the best plan $\gamma_i$ among all the deterministic plans $\pi_i$ as follow:

$$\gamma_i = \arg\max_{\pi_i} \sum_{r,d \in (\pi_i \cup \Omega_t) \cup \pi_i} Q(r,d)$$  \hspace{1cm} (5)

Basically, by means of eq.(5), we select the deterministic plan $\pi_i$ which includes the matching between riders and drivers available in $t$ that maximize $Q$. We choose such a plan as the best plan. Finally, we select to match, among riders and drivers available in $t$, only those included in the best plan $\gamma_i$. Notice that in doing this, we select only users available (or revealed) at time $t$.

The on-line stochastic planning procedure is reported in the box Algorithm 1. At each time step $t \in H$ (line 1), the algorithm finds the next matching between users available in $t$. In line 2, the plan aggregation rank $Q(r,d)$ is initialized for each $r \in R_t$ and $d \in D_t$. We generate a set of Width samples $f_i$, using the draw_future function (line 3 and 4), where each $f_i$ is a set of possible drivers and riders available over the entire time scenario from $t$ to $H$. Then, in line 5, each scenario is deterministically optimized finding a plan $\pi_i$ by means of some optimization algorithm (which we detail in the next section). In line 6 and 7, we update the plan aggregation rank $Q(r,d)$ according to the users matched in each deterministic plan $\pi_i$. Finally, il line 8, we compute the eq.(5) to select the best plan $\gamma_i$ and then, il line 9, we update the world state $s_i$ including the new assignment $\gamma_i$ of riders to drivers to the previous state $s_{i-1}$.

In the next section we detail the optimization algorithm used to find each deterministic plan $\pi_i$.

### A. Optimization algorithm

For each sampled scenario, we solve a deterministic optimization problem of maximizing the objective function in eq. (3) under the problem specific constraints reported in section III.B. We propose a two-step optimization procedure. We first compute a greedy initial solution and, in the second step, we make an attempt to improve this starting solution using a local search based procedure.

**Initial solution:** An initial solution is created as follows. First, we randomly select an available driver $d$. Then, we insert in its route a rider $r$ and evaluate the profit function $W$ and store this value. We repeat this operation on the same $d$ for each available rider $r$. Then we insert in the $d$ route a number of riders (as many as to fill its capacity) according to a probability function proportional to the profit function $W$ obtained for each $r$. We repeat the procedure above for each driver $d$.

**Local Search:** The local search starts from the current solution as an initial feasible solution, and explore new solutions that are in its neighborhood. Solutions in the neighborhood are obtained by performing some modifications in the current solution. In our approach we use three types of operations to obtain new solutions:

- Permutation of two requests from different routes;
- ...
• Permutation of two consecutive points of the same route;
• Removal of some request from some route.

In the first operation, we randomly select two served requests \((r_1 \text{ and } r_2)\) served by two different drivers \((d_1 \text{ and } d_2)\) respectively. Then, we try to insert \(r_1\) in \(d_2\) and \(r_2\) in \(d_1\) in any permutation order. In the second operation, we select randomly some driver \(d\). Then, we randomly select a point of this route (which could correspond either to a pick up or a delivery point of a passenger). Notice that, in doing so, we never select the first point or the last point of its route (which corresponds to the source point or the arrival point of the driver itself respectively). Finally, we change the order of the chosen point with its successor. In order to do this, we insert again all the points of the route in the same order, except the two points, which will be permuted. In the third operation, we randomly select a route and remove one passenger (one pick up and the relative delivery point). We repeat this operation for each passenger in this route.

In the aforementioned local search procedure, at each iteration, we execute each of the three operations defined above, obtaining three new solutions. If the best of them is better than the current one, then the method sets this solution as the new current one. This procedure is repeated until a predefined maximum number of iterations is achieved.

V. EXPERIMENTS

In this section we describe the experimental testing to validate our approach. First we describe the real-world data sets used and then we present results on this set.

A. Data preparation

To validate our approach we use data from a travel survey in north-eastern Illinois (USA) conducted by Chicago Metropolitan Agency for Planning. This data collection took place between January 2007 and February 2008 and covered a total of 10,552 households participants [15]. This survey was carried out on a large area covering 11 counties (fig. 1).

A trip in the study is defined as a pair of source and destination positions (using latitude and longitude) with departure and arrival timestamps. From the whole dataset, we prepared 12 instances as follow. First, we have extracted four travel patterns, in which each trip is at least 20 km long. These initial four travel patterns consist in, respectively, 219, 396, 541 and 843 individual trips. Because all source and destination points are in latitude and longitude coordinates, we used the Haversin formula to evaluate the distance between two pair of points (evaluated in a straight line). Then, for each travel pattern we select the 85 most long trips and assumed these as drivers while the rest as rider requests. Finally, we randomly divided each group of drivers in three sets of 10, 25 and 50 respectively, obtaining the 12 instances reported in table 1.

![Figure 1. CMAP travel survey was carried out on 11 counties, between January 2007 and February 2008, and involved 10,552 households participant. For more detail see [15].](image)

Each extracted trip take place within a time window between 8:00 and 20:00. For each participant (both drivers and riders), the earliest departure time \(e_d\) corresponds to that reported in the survey as departure time. The travel time between two pair of points was calculated considering a trip in a straight line at a vehicle speed of 60km/h. Then, the latest arrival time \(l_u\) of each participant was set as the earliest departure time, plus the travel time between the source and the destination. Finally, to simulate a distribution of possible future request arrivals, in each instance, we randomly divided each group of rider requests in 3 sub-
The parameter settings

As noted above, the experiments were carried out on the 12 instances reported in Table 1. We assume a discrete model of the time \( t \), and consider 12 time slots, 1 for each hour, starting from \( 8:00 \) up to \( 20:00 \). At each time slot \( t \), new rider requests are revealed drawn from a probability distribution described in the last section. Basically, for each instance, we compare two approaches. In the first, we consider the proposed on-line stochastic planning (OSP), in which we use stochastic information into the solver. In the second, we use an on-line planning without stochastic information (OPnS) in which we only consider the requests that are known at time \( t \) (myopic strategy). We evaluate this non stochastic approach using the same optimization procedure used in the OSP and reported in section IV.A. The parameter \( \alpha \) for the estimated travel time \( T_d \) was set to 0.1 for rider requests and 0.3 for drivers. This mean that for a passenger we assume that the estimated travel time \( T_d \) is given by the difference \( (l_u - e_u) \), plus a maximum delay of 10% of this quantity. Such a maximum delay raise up to 30% for a driver.

For the OSP algorithm setting, after a number of small test, we finally decided to set the parameter Width (the number of sampled scenarios) to 70 and the maximum number of iterations for the local search to 100. Conversely, the maximum number of iterations for the local search in the OPnS algorithm was 500.

C. Results

We executed each instance 30 times, and we took the average of the results.

The experiments were carried out on an Intel i7-4800MQ 2.7 GHz x 8, with 8Gb of memory, using Windows 7 operating system. The algorithms were written in Matlab.

Table 2 shows the results in terms of number of participants matched. In all the instances OSP achieves a better solution compared to the case in which we use a myopic strategy.

In the worst case (instance 11, which consists of 758 rider requests and 25 drivers) we achieve an improvement ratio of 1.61, while in the better case, the instance 7 (which corresponds to 456 rider requests and 10 drivers) the improvement ratio raise up to 2.22.

Table 3 shows the average delay time per participant in percentage. Although, in the majority of the instances, the myopic strategy achieves better results (9 out of 12), the average delay time per participant achieved by the OSP strategy is about 0.15% in the worst case (instance 11), which is negligible in a real world scenario.

In table 4 we report the average iteration time per time slot. It shows that the proposed method are generally fast (less than 3 minutes) for the majority of the instances, while for the last 3 instances, which consist of 758 rider requests each, the average iteration time per time slot raise up to 491.
Finally, we want to emphasize here that the overall results show different insights. First, based on our real-world based test, we could significantly improve the number of customers in taxi and ridesharing system (or similar transportation system), taking into account information about the future travel demand. Although we are conscious that this is just a first experimentation (maybe further tests might be carried out in the future), this first result is encouraging. Secondly, the proposed approach to accomplish this task has a low runtime complexity, and hence is feasible to be used in real-time.

VI. CONCLUSIONS AND FUTURE WORK

In this paper we studied the problem of on-line stochastic ridesharing and taxi sharing with time windows in which we explicitly exploit information about future request arrivals. We also proposed a general method to accomplish this task. Using real world dataset, we proved that using stochastic information, we can maximize the number of paricipants, from 1.61 up to 2.22 times, compared to those achieved with a myopic strategy, while, assuming flexible time window constraints, the resulting travel delay per partecipant is, on average, negligible. Furthermore, our method is characterized by a fast iteration time, which, also with large instances (consisting in 758 requests in the largest case) it achieves a solution in about 8 minutes on average.

As future works, we believe that the proposed on-line stochastic planning procedure could be improved in many aspects. First of all, in order to achieve better results in terms of iteration time and quality of solution, we can employ many fast heuristics for the deterministic optimization step. For example we can use fast solvers as those proposed in [1] and [5] for the dynamic ridesharing problem.

Finally, as further future work, experimentations using real map of the a city can be done. However, in order to do this, we need to compute shortest paths in a fast way. For this we could use fast algorithms as proposed [2] to compute distance tables for road networks.
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