Community detection: effective evaluation on large social networks
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While many recently proposed methods aim to detect network communities in large datasets, such as those generated by social media and telecommunications services, most evaluation (i.e., benchmarking) of this research is based on small, hand-curated datasets. We argue that these two types of networks differ so significantly that by evaluating algorithms solely on the smaller networks, we know little about how well they perform on the larger datasets. Some recent work addresses this problem by introducing social network datasets annotated with meta-data believed to approximately indicate a “ground truth” set of network communities. While such efforts are a step in the right direction, we find this meta-data problematic for two reasons. First, in practice, the groups contained in such meta-data may only be a subset of a network’s communities. Second, while it is often reasonable to assume that the meta-data is related to network communities in some way, we must be cautious about assuming that these groups correspond closely to network communities. Here we consider the difficulties associated with benchmarking community detection algorithms using meta-data that suffers from these two problems, and propose an evaluation scheme based on a classification task that is tailored to deal with them.
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1. Introduction

Community structure has been identified as playing a key role in the formation and function of many systems, so it comes as no surprise that there are hundreds of papers currently published on the topic every year. However, in the literature it is commonly observed that although many community detection methods exist, we do not know which ones work best on real data [11, 19, 34, 35]. This problem of evaluation on real data is so acute that, in what has been recognized as the authoritative review on the community detection problem, Fortunato states that our inability to properly benchmark algorithms has led to “a serious limit of the field” and that little is known about which methods perform best in practice [11].

For some types of data, progress has been made by creating benchmarks which suitably incorporate
meta-data; for example, in protein-protein interaction networks, the quality of a community can be evaluated by measuring how enriched its members are in terms of its gene ontology annotation. [1, 2, 23]. In this paper, we focus on social networks mined from sources such as Facebook or mobile communication logs, and consider the particular challenges that arise when one tries to benchmark community detection algorithms using the meta-data associated with such networks.

In section 2, we motivate the present work by arguing that standard social network benchmarks based on small, purpose-gathered datasets such as Zachary’s Karate club tell us little about how a method performs on larger, mined datasets. We also briefly cover recent work on evaluation, which is mostly based on either synthetic (i.e., artificially created) network data, or on non-social networks.

In section 3, we establish some terminology and then consider the specific difficulties that arise when trying to evaluate an algorithm’s accuracy using imperfect meta-data. We describe two common deficiencies that meta-data often suffer from: (1) The meta-data is incomplete in that it does not include all valid network communities. Any evaluation scheme based on such an attribute will therefore be limited to measuring recall and cannot measure precision. (2) Groups referred to by the meta-data may be super-sets of network communities—in other words, several valid network communities may be nested with each of the groups in the meta-data. Thus, while the meta-data is closely related to network communities, it is at a coarser granularity.

In section 4, we propose a classification-based evaluation scheme which we believe appropriately utilizes such imperfect meta-data for effective benchmarking. In this evaluation scheme, we use the communities detected by an algorithm to infer the value of node attributes related to community structure. The inference is done in a supervised machine-learning setting where the community assignment matrix provides the features associated with each node. The idea is that, if the community detection algorithm has done a good job, then a machine learning classifier should be able to use the community assignment matrix to accurately infer such an attribute.

2. Motivation: Mined data differs from purpose-gathered data

From the 1940s to the 1990s, the datasets used to evaluate community detection algorithms were generally purpose-gathered for research by experts who had first-hand knowledge of the social system with which the dataset was associated. Examples include Moreno’s early datasets dating back to the 1920s [10, 25], the Southern Women dataset [6], Sampson’s Monks [30], and Zachary’s Karate Club [36]. Through their close observation, the researchers who collected this data were able to group the nodes into communities based on events such as crises or social gatherings. During this time, network datasets tended to be small (with fewer than 500 nodes, and often fewer than 50 nodes) and well-studied (in [12], Freeman synthesizes the findings of 21 methodological studies on the Southern Women’s network alone).

A new era of work on community detection began in the late 1990s, created in part by a new type of mined social network data that was extracted, for example, from mobile communication records or Facebook interactions [11]. Figure 1 displays an example of both a purpose-gathered and a mined network. While mined data still represents social networks, we posit that it differs from purpose-gathered data in important ways. Our motivation is not to claim that one type of data is superior to the other; rather, we wish to show that for the purpose of evaluating the effectiveness of community detection methods, it makes sense to distinguish between the two. In particular, we contend that even if an algorithm works well on purpose-gathered datasets like Zachary’s Karate club, we may nevertheless have little idea of how well it performs on mined datasets.

Here we summarize three important differences between the two types of data related to (1) unifor-
Fig. 1: On the left, a network which is typical of hand curated datasets gathered by a researcher in the field. On the right an example of a mined dataset. We show that the structure of the communities in these two types of networks differs in important ways.

1. With regard to uniformity of coverage, we observe that a purpose-gathered dataset’s careful curation tends to ensure that sufficient information is gathered on each participant, or at least on most participants. In mined datasets, on the other hand, it is not uncommon for the majority of users to have very low activity levels and thus, arguably, be left out of the dataset entirely. Many mined datasets contain a large proportion of these low-degree nodes, leading Leskovec et al. to characterize them in terms of whiskers and cores [22].

2. Concerning overlapping social contexts, we point out that the purpose-gathered datasets typically cover only one social context, such as activity in a club, at home, or in the workplace. In contrast, mined data from services like Facebook combines interactions from several social contexts, such as personal and professional life, jumbling them together. By combining several contexts into one network, a typical node may belong to several communities, leading to a condition which has been called pervasive overlap and which has been shown to cause many community detection algorithms to perform poorly [1, 14, 20, 24, 28].

3. Finally, the size of mined datasets is often several orders of magnitude larger the size of purpose-gathered datasets. This is an important difference between the two types of datasets because the performance of many community detection methods, such as those based on modularity maximization, has been shown to decrease as the size of the network increases. [17]

Any one of these differences may cause an algorithm that works well on purpose-gathered datasets to fail on mined datasets. In one sense, researchers recognized that new types of data required new approaches: the emergence of mined datasets inspired many new methods for community detection. Indeed, the field of community detection enjoyed booming popularity as more physicists, computer scientists, and social scientists developed these new methods, perhaps motivated by the potential discoveries that could be made in the mined data. [27, 32]
However, we argue that when modern community detection methods were evaluated on social network data something went wrong: rather than evaluating these new methods on the mined datasets for which they were designed, the new methods were often evaluated on the old, purpose-gathered datasets. [5, 8, 13, 26]

Thus, we know that many of the new community detection methods work well on datasets like Zachary’s Karate Club or the Southern Women’s dataset, but we do not know how well they work on larger, digitally extracted datasets, and this is the ignorance that Fortunato described in the excerpt above.

2.1 Existing work on evaluation

Our point in the preceding paragraphs is that evaluation on large mined social network datasets is lacking. However, much work has gone into evaluating these methods on other types of large, mined datasets, such as biological and synthetically created networks, and here we briefly review that work.

Community detection methods have been evaluated on diverse types of data. For example, the Gene Ontology and other annotation can be used to evaluate the modules found in protein-protein interaction networks [23] and product categorizations can be used to annotate the network of products co-purchased on Amazon.com [35]. See [1] for an example of thorough benchmarking of community detection methods on many types of large, mined datasets.

With the introduction of the LFR specification in [15, 18], the last five years has also seen progress in terms of synthetic benchmarking. In a synthetic benchmark, a network is artificially created and a known set of ground truth communities is planted into it; see [14, 16, 21, 33] for comparative evaluations based largely on synthetic benchmarks. The advantage of this approach is that because the ground-truth set of communities is known, the evaluation procedure is clear-cut. The disadvantage of this approach is that synthetic networks may differ from empirical networks in important but unknown ways—if the field depends too heavily on synthetic benchmarks, then it may develop methods that work well on fake data but poorly on real data.

There is thus a clear need for benchmarks based on mined social network data. Two recent papers from Yang and Leskovec acknowledge this need and contribute large social network datasets with meta-data which they claim approximates a ground-truth of network communities [34, 35]. Similarly, a high-quality ensemble of 100 Facebook networks was released by Traud et al. in [31], which includes node attributes that are considered to be closely related to community structure. If we are to make progress in detecting community structure in modern datasets, then it is imperative that we design benchmarks based on such data. However, as we will see in the next section, the specification of such benchmarks is not straightforward because we cannot assume that the meta-data associated with these datasets corresponds to the “true” network communities that an ideal algorithm would find.

3. Imperfections in meta-data: incompleteness and nesting

We have so far motivated this paper with the observation that if we want to measure how well community detection algorithms perform on modern mined networks, then we must evaluate them on similar mined networks rather than on small, hand-curated datasets. We now deal with the problem of carrying out evaluation with mined data for which no perfect ground truth exists.

\footnote{In some of these papers a larger social network was evaluated (such as the co-authorship network on arXiv), but these lacked the ground-truth or meta-data necessary for a proper evaluation. These larger networks were typically employed only for comparing something other than how well the algorithm identifies all relevant community structure, such as which algorithm gets the highest modularity or runs quickest.}
The famous opening lines to Tolstoy’s *Anna Karenina* state that “Happy families are all alike; every unhappy family is unhappy in its own way.” This is also true of the meta-data used to evaluate clustering algorithms, which can be deficient in many different ways. Depending on the exact nature of these deficiencies, one may need to use a completely different evaluation scheme in order to achieve effective evaluation. Here we focus on the case in which we have an attribute which we assume is closely related to community structure, but which suffers from two deficiencies: incompleteness and nesting. Before describing these deficiencies in detail, it will be useful to establish some terminology.

### 3.1 Terminology

We will define the **true communities** as the ideal output of a community detection algorithm. We will use the term **meta-data** as a catch-all for all of the node attributes. Meta-data often has many attributes, where each maps nodes to some class or set of classes. For example, the gender attribute maps each node to a single class (i.e., a value), such as male or female. Other attributes might map each node to a multiple classes; for example, in [34, 35] each node can belong to zero or more *user-defined* groups—in this case, a node could belong to several groups corresponding to hobbies. In general then, each attribute maps a node to a set of classes—we will refer to these as **attribute classes**.

If we run a community detection algorithm on a network, it returns a list of communities which we will call the **found communities**. Note that both an attribute and a set of found communities map each node to zero or more classes, so it is possible to measure the similarity between the two.

When we describe the quality of a set of found communities, we will do so in terms of **precision** and **recall**. Precision measures the fraction of the found communities that exist in the true communities, whereas recall measures that fraction of true communities that exist in the found communities. For example, imagine a situation where there are 100 true communities, but a community detection algorithm finds only ten of these (and no extraneous communities): in this case, the precision is 100% while the recall is 10%.

### 3.2 Incompleteness and its consequences

Let us imagine that we have a collegiate social network that we want to use to evaluate the quality of a community detection algorithm. Assume that in addition to the social network, we have data on the dormitory (henceforth, dorm) attribute, which maps each student to the dorm he or she lives in. For now let us assume that each dorm exactly corresponds to a true community (we will relax this assumption below). Let us also assume that we know that in addition to those based around dorms, there are network communities formed by other aspects of social life, such as hobbies and academic pursuits. However, in this imaginary scenario, we have do not have data on these other attributes. The right side of fig. 2 depicts this situation. Thus, the dorm attribute is an **incomplete** enumeration of the true communities.

Now imagine that we run a community detection algorithm on this network and are left with a set of found communities, represented by the blue circles in fig. 2. Given that the dorm attribute is incomplete,

---

2 One might object to such an idea, and argue that there is no objectively correct set of true communities in a network—that depending on the purposes for which one wishes to use them, there may be several valid, yet distinct, sets of communities in the same network. This is a reasonable objection, but here we simply assume that there is one set of communities that is most generally useful for a wide range of purposes, and this is what is meant we refer to the true communities. While this assumption may seem dogmatic, it underpins the entire literature on community detection, and it is not an assumption which we will debate here.
Each attribute class should have a matching found community.

Fig. 2: When we evaluate the accuracy of a community detection algorithm, the attribute data we use may contain only a subset of the true communities. In this case, we cannot demand that each found community corresponds to an attribute class, and so we cannot measure the algorithm’s precision. We can however demand that each of the attribute classes correspond to one of the found communities, and so we can measure the algorithm’s recall.

one might ask whether it is even possible to evaluate the quality of the found communities. In the terminology defined above, we are able to measure the recall of the community detection algorithm, but not its precision. That is, for each dorm, we know that there should be a matching found community—if there is not, we can say that the algorithm failed to detect a community it should have detected. However, if a found community has no matching dorm, then the situation is ambiguous. It could be that the found community is spurious and does not correspond to a true community, or it may be that while it is a true community, it is not a dorm.

Any evaluation scheme based on an attribute that is incomplete in this way, including the scheme we propose below, will have the following limitation: while it may be able measure an algorithm’s recall, it cannot measure its precision. Given that this problem has plagued the related field of clustering for decades [9], researchers wishing to evaluate community detection algorithms with mined data may have to simply accept this limitation.

3.3 Network communities may be nested in attribute classes

The example above included a collegiate social network well as knowledge of each node’s dorm, and for simplicity’s sake we assumed that each dorm corresponded exactly to a network community. In practice, however, this may be bad assumption. Even if we have an attribute such as dorm that we know to be closely related to the formation of network communities, it may be that there is not a one-to-one correspondence between the two. In particular, network communities may be nested within the attribute’s classes. For example, it could be that within each dorm, each incoming freshman class forms its own network community. In this case, the network communities would correspond to the intersection
Communities nested within houses

FIG. 3: Upper pane: the adjacency matrix of the University of Chicago, with house membership highlighted (zoomable online). Lower pane: a zoomed in region suggests that sub-communities exist within houses, and that macro-structure exists between houses.

To create this figure, we have first taken the Facebook friendship network of the University of Chicago and arranged the adjacency matrix such that all of the nodes that belong to the same dormitory are placed in contiguous blocks, indicated by the blue squares along the diagonal. Within each block, the nodes are arranged according to the communities found on the sub-graph induced by the nodes in the block. Furthermore, the blue blocks themselves are ordered according to the communities found in the “meta-graph” formed by collapsing each of the blue blocks into a single meta-node and aggregating links between the meta-nodes. For both the sub-graph and the meta-graph, the Louvain method of community detection was used [4].
displayed along the diagonal in blue. According to the University of Chicago website, “each house represents a tight-knit community of students, resident faculty masters, and residential staff, who live, relax, study, dine together at House Tables, engage, socialize, and learn from each other.”

However, the bottom panel of fig. 3 suggests that while houses are indeed closely related to community structure, they do not correspond to network communities. In fact, there may be several times more network communities than houses, and that in general each house is several times larger than a network community. In most cases a single house (indicated in blue) appears to contain many separate, densely connected sub-graphs (in brown) which seem to be network communities. While we have highlighted only a few of these sub-groups, if one zooms into the top panel of fig. 3 and carefully examines the houses highlighted in blue along the diagonal, one can observe that in general each house seems to contain many cohesive sub-graphs.

4. A classification-based evaluation to cope with imperfect meta-data

We have just described two deficiencies which mined datasets may suffer from: incompleteness and nesting. We now propose that by utilizing an evaluation framework which incorporates a machine learning classifier, one can measure the recall of a community detection algorithm. The basic idea behind this evaluation scheme is that, with a bit of simple logic, one can map network communities to attribute classes, even if the former are nested within the latter. Given a good set of communities a machine learning classifier should be able to discover this mapping.

![Fig. 4: A machine classifier can detect which network communities are relevant for inferring an attribute.](image)

An example is illustrated in fig. 4. We can represent the mapping from node to found community using the community assignment matrix $X$ (sometimes called the indicator matrix), and we can represent the attribute that we use for evaluation as a vector $y$. The task of the classifier is to infer $y$ from $X$. Because the attribute we use for evaluation is incomplete, many of the true communities are not relevant for inferring the attribute value—hence, a good classifier should learn to ignore the communities represented by red columns in fig. 4. The classifier does not assume a one-to-one correspondence between the
attribute classes and the communities, but rather can flexibly learn the correct mapping between them. In this case, the classifier should learn that the communities corresponding to the first three columns of $X$ map to the same attribute value.

Thus, given a complete set of the true communities, the classifier will be able to learn how to infer $y$ from $X$. On the other hand, a community detection algorithm with poor recall will create an $X$ which does not contain the information necessary to infer $y$. For example, if many of the blue columns were missing from the blue section of fig. 4, then the classifier would become less accurate.

In this context, the classifier is a black box which should perform two functions: ignore features (i.e., communities) in $X$ which are irrelevant for inferring the attribute $y$, and flexibly learn how membership in various communities is correlated with $y$. Machine learning classifiers are designed to deal with the former problem by performing feature selection, and the latter by having an expressive hypothesis space. Thus, the classifier should both perform well at feature selection and have a hypothesis space expressive enough to account for the fact that some network communities may be subsets or super-sets of the classes referred to by the attribute. There are many classifiers that fulfill these requirements, including ensemble techniques based on decision trees, such as random forests or stochastic gradient boosting. For those unfamiliar with supervised machine learning, we recommend [3].

There are some limitations and downsides to this classification-based evaluation. First and foremost, it can only measure recall, and not precision, as mentioned above. Additionally, it is only appropriate for the case where the case where we can assume that network communities are cleanly nested within attribute classes. While that appears to be the case for both the dormitory and year attributes in the previously mentioned Facebook100 networks, it is difficult and rather subjective to judge whether a given dataset fulfills this requirement.

Another downside is that setting up such classification tasks is rather complicated. One must ensure that the classifier performs well both at feature selection and at learning the relationships between network communities and the attribute used for evaluation. If the classifier does not perform well at these two tasks, then we can conclude little from the evaluation: if the resulting classification accuracy is low, then one will not know whether it was because the network communities are uninformative with respect to the attribute (and thus a bad set of communities), or whether the classifier was to blame. Further complexity creeps in when one evaluates the performance of a classifier, which typically involves $k$-fold cross validation. In practice, yet another complication is added by computational complexity: depending on the classifier one uses, the size of the network, and the number of communities found, it can be computationally expensive to train a classifier.

5. Conclusion
In section 2, we distinguished between mined networks and small, hand-curated networks, and we argued that these two types of data differ in important ways. We also pointed out that although recently introduced methods of community detection are supposed to work on digitally extracted networks, in practice the only real datasets they are tested on are small and hand-curated. As a result, we are unaware of how well these methods work on larger, mined networks.

This ignorance is caused in large part by the lack of mined networks with acceptable ground-truth data. In section 3 we outlined two particular imperfections that meta-data may suffer from in an evaluation context: incompleteness and nesting. If a node attribute is incomplete (i.e., the attribute classes do not refer to all network communities), then any evaluation is carried out with it will be limited to measuring recall, and will not be able to measure precision. We also demonstrated the problem of nesting with an empirical example: we showed that network communities do not appear to correspond to the the
residential houses in the University of Chicago Facebook network, but are rather nested within them.

In section 4 we proposed an alternative evaluation scheme that is appropriate for the case where one has only an incomplete ground-truth, and is based on a classification task. While this evaluation scheme does handle the complications introduced by the nesting problem, it does not get around the problems associated with incompleteness. In practice, then, this evaluation scheme will only be able to measure an algorithm’s recall. To measure precision, some other evaluation framework, such as can be carried out on synthetic benchmark graphs, should be carried out in tandem with the scheme proposed here.

Another unfortunate drawback of the benchmarking approach presented here is its complexity. The proposed benchmarking workflow involves components that are not directly related to community detection—such as classifiers—which add extra parameters whose values must be set with care by someone who is experienced with supervised machine learning. Also, because this classification-based evaluation has many moving pieces, in practice it will be hard to replicate independently. We therefore believe that if the research community is to use such classification-based evaluations, the source code used to carry them out should be shared in a public repository. This repository should be extensible so that new community detection algorithms can easily be added to it.

To demonstrate what such a repository would look like in practice, and to show that all of the difficulties mentioned here can be overcome, we have shared a publicly accessible repository that contains the source code of a classification-based evaluation using the Facebook100 dataset mentioned above. We have structured the evaluation routines as a set of easy-to-use command line tools in the hope that other researchers will be able to easily run this evaluation on their own community detection methods.

**To reviewers:** We will set up this repository if the paper is accepted (acceptance can of course be conditioned on us actually setting up the repository).

In order to provide a concrete example of such classification-based evaluation, this repository also includes a series of experiments we have carried out which indicate that the Louvain method (a popular modularity-maximization algorithm [4]) and the InfoMap algorithm [29] fail perform poorly because the communities they detect are too coarse. The experiments also indicate that by using the parameterized version of modularity proposed in [7], smaller communities can be detected, which improves performance on the classification task.

We conclude by noting that while the evaluation framework proposed here was based on the task of inferring missing node attributes, we could construct conceptually similar benchmarks based on different tasks. One natural example would be to use network communities to perform supervised link prediction; this is a natural fit because presumably the processes responsible for link formation are closely related to the processes which form network communities. Another possibility would be to use network communities to compress the network: because communities are believed to account for many of the edges in a network (and a lack of community structure should indicate a sparse region of the network), they should also be relevant for lossless compression of a graph.

There are likely many such tasks for which one could make a case that community structure should be highly relevant. By compiling a collection of these tasks, and measuring how well community detection algorithms perform on the various tasks, we might find that some community detection algorithms are generally more useful for these tasks than others.
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