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ABSTRACT 
We propose marathon running as a novel domain for recommender 
systems and machine learning. Using high-resolution marathon 
performance data from multiple marathon races (n = 7931), we 
build in-race recommendations for runners. We show that we can 
outperform the existing techniques which are currently employed 
for in-race fnish-time prediction, and we demonstrate how such 
predictions may be used to make real time recommendations to 
runners. The recommendations are made at critical points in the 
race to provide personalised guidance so the runner can adjust 
their race strategy. Through the association of model features and 
the expert domain knowledge of marathon runners we generate 
explainable, adaptable pacing recommendations which can guide 
runners to their best possible fnish time and help them avoid the 
potentially catastrophic efects of hitting the wall. 

CCS CONCEPTS 
• Information systems → Recommender systems; • Human-
centered computing → Social recommendation. 
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1 INTRODUCTION 
Over the past decades marathons have become mass participation 
events with the most popular races attracting upwards of 40, 000 
runners annually. The proliferation of smart, GPS-enabled devices 
in recent years has lead to a large increase in data surrounding 
marathon training and performance. This data, coupled with the 
growing interest amongst runners to improve all facets of their 
marathon performance opens up a number of new avenues for 
recommendation, along with a large cohort of potential target users. 

The use of running data in the marathon is nothing new. Work 
by Riegel [17] from as early as 1981 is still in use today that allows a 
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runner to predict their marathon fnish time based on the fnish time 
they have achieved in a previous, shorter race. These fnish time 
predictors are still in common use by frst time marathon runners to 
determine a goal time and they play an important role in informing 
the race strategy. Training data has also been used to make such a 
prediction [18], ofering a diferent avenue from which a runner can 
build a race strategy. Other work has shown how to make explicit 
pacing recommendations for the marathon. Given a runner that 
has previously fnished one or more marathons, a realistic personal 
best can be recommended to that runner, alongside an exact pacing 
plan that has previously worked for similar runners attempting to 
achieve their personal best times [19, 20]. 

Beyond pacing, recommender systems have shown promise in 
providing training programmes in the form of an e-coach. Training 
sessions can be recommended by mimicking the actions of a coach 
through estimation of a runner’s abilities which drive the expec-
tation of a runner’s performance in a given session [15]. Social 
recommendations have also been utilised to schedule training ses-
sions, by fnding athletes with similar abilities for a runner to train 
with [8]. Human-in-the-loop systems have also shown promise in 
the e-coaching domain. Models have been built that predict whether 
a runner is likely to lose motivation [16]; or determine whether a 
training session was of substandard quality [4]; allowing an expert 
coach to intervene before any adverse consequences occur that 
may afect a runner’s outcome in a race. 

However, while various avenues of prediction and recommenda-
tion have been explored for the marathon the use of these systems 
have been largely limited to the period before the start of the race. 
Once the marathon race begins, training and pace recommendation 
can no longer be altered with current systems, and even in the 
situation where session quality can be evaluated - a system that 
could be extended to determine race quality - this evaluation only 
occurs after a session has fnished. No known work has been done 
to use recommender systems to guide and direct runners during the 
running of the race, despite the fnding that the pacing decisions 
an athlete makes during the race can account for as much as 15% 
of their marathon fnish time [1]. The only known use of in-race 
prediction is currently a crudely predicted estimated fnish time, 
whereby the current pace is scaled up to the full marathon distance. 
Runners tend to have no access to this prediction during the race 
and it is mainly used by organisers as a guide for spectators when 
certain athletes are likely to fnish the race. 

While a preordained strategy is certainly helpful to a runner 
there is little to help a runner should they need to deviate from 
this strategy. Starting too fast, for example, can lead to the deple-
tion of energy reserves before the end of the race which causes 
a premature slowdown and can even lead to a runner hitting the 
wall [21]. In such situations an adaptable in-race recommendation 
is required to successfully steer the athlete to the fnish line, by 
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Figure 1: Race profle of heart rate, cadence and pace for a 
sample athlete. A positive split is highlighted for pace (the 
second half of the race is slower than the frst half). 

avoiding such a slowdown. The aim of this paper is to determine 
how a recommender system can be used to help runners in such a 
situation during the race. We use anonymised data from n = 7931 
marathon fnishers. This data has been collected from users of the 
Strava app1 and contains information on a runner’s pace, heart rate 
(HR) and cadence during the marathon. This data will be used to 
determine the physical state of a user during the marathon with the 
aim to: (a) improve the current in-race fnish time predictions and 
allow runners to determine if they are on track for their desired 
fnish time; and (b) make a recommendation, if deemed necessary, 
of a personalised race pacing strategy for the remainder of the race 
to guide the runner to the fnish line without slowing down or 
hitting the wall. 

2 FINISH TIME PREDICTION 
2.1 Data Generation 
Our initial data set comprises n = 13000 runners who have com-
pleted one of the New York, London or Dublin marathons, and 
for each of these we have pacing, HR and cadence data. Pace, the 
inverse of speed, is measured in minutes per kilometer with higher 
values indicating slower speeds, and gives an indication of how fast 
the runner is moving [7, 11]. HR, measured in beats per minute, can 
be used to determine how hard a runner is working to achieve their 
current level of performance [13]. Finally, cadence, the number of 
steps taken per minute, can be used to gauge an athlete’s running 
form and efciency [10]. Each race is sampled at 100 meter intervals 
and we have the average value of each feature (pace, HR, cadence) 
over that interval at each point in the race. 

We remove faulty traces (eg. GPS errors) from the dataset, injured 
runners or unusual race strategies, such as extended periods of 
walking and truncate the profles at 42.2km. After cleaning we are 
left with n = 7931 runners with a mean fnish time of 230(±40)
minutes. 

In order to generate data from which we can build a predictive 
model we extract features from these time series. We take the 
mean of the pace, HR, and cadence over multiple window sizes, 
namely 1km, 5km and the full race to that point. These windows 
correspond to short, medium and long term eforts of a runner 
which can not only be used to track changes in pacing, physical 
efort or running form, but also can be related to the types and 
lengths of intervals runners may currently use to evaluate their 
own performance during a run. 

1Data, in part, provided by Strava under limited research license. 

Figure 2: Error in minutes for model and baseline at each 
interval through the race. 

2.2 Model 
In order to build a model to predict the fnish time we generate the 
above features at every 500m interval in the race. We then use these 
features to build a separate model at each interval using XGBoost 
[5] to predict a runner’s fnish time from that point. This allows 
us to make accurate fnish time predictions for any runner as they 
progress through the race. 

2.3 Model Performance 
To evaluate our model we compare it against the performance of a 
baseline prediction. The baseline we are using is that often used by 
marathon race organisers to inform spectators of a specifc runner’s 
fnish time, and assumes a runner will run the race with an ideal 
even pacing strategy; that is, runners will aim to run at the same 
pace for the duration of the race. The baseline prediction for a 
runner can be calculated by 

Predicted Finish Time(s) = MRP ∗ 42.2 ∗ 60 (1) 
where MRP is the mean pace of the runner to that point. This 

baseline ofers a useful comparison because it also corresponds to 
the suggested pacing strategy for recreational runners and thus 
allows us to see the scale of the errors these non-adaptable pacing 
plans may cause. Figure 2 shows the mean absolute error of fnish 
time prediction for both the model and the baseline at each interval 
in the race. The model substantially improves on the the prediction 
made by the baseline, outperforming it by over 4 minutes between 
7.5 and 23.5km. After the half way point of the marathon the errors 
begin to converge as runners begin to slow down (and for some hit 
the wall) and better refect the average pace of their full race. 

On this basis we conclude that our model is capable of predicting 
whether a runner will slow down. The model uses the race features 
to establish the degree to which the current performance is sustain-
able. If a feature is deemed too high for a given pace the model will 
predict that the runner will slow down before the end of the race 
and will refect this in the predicted fnish time. 

Our model allows us to fulfl our frst objective of making a 
better fnish time prediction. As most runners already carry some 
form of smart device during the race, this information could be 
easily relayed to ensure a runner is on target for their goal time. 
However, if this performance improvement is due to the ability to 
predict slowdown such a model will also be useful for our second 
aim; identifying runners that are likely to hit the wall and making 
recommendations to ensure they can mitigate the efect on their 
fnish time. 
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Figure 3: Mean Absolute Error of split magnitude prediction. 

3 PACE RECOMMENDATION 
3.1 Identifying Slowdown 
An important aspect of marathon pacing is the idea of a pacing 
split [2]. An even split is a race run at the same pace for the frst 
and second half of the marathon, and is often the recommended 
strategy for recreational runners. Elites may employ a negative split, 
a second half run faster than the frst half. Finally, a positive split 
is where the second half is slower than the frst. This is the most 
prevalent pacing split amongst recreational runners and is caused 
by a tendency to tire over the long distance [9]. The magnitude of 
the positive split can indicate problems pacing the race, with very 
large positive splits considered evidence of hitting the wall. 

Our frst goal is to identify those runners that have a larger than 
average positive split. We start with the same features as in Section 
2.1 and build a further XGBoost regression model to predict the race 
split (slowdown) at every point in the race. However, Figure 3 shows 
that these features perform poorly at predicting the magnitude of 
the slowdown until the second half of the race (after 21km). It is 
clear that our model is able to predict whether a slowdown will 
occur from early in the race, but has difculties predicting the 
magnitude of the slowdown. We now look for features in the race 
profle that are able to improve on this prediction. 

We employ an automated time series feature extraction method, 
tsfresh [6], to generate a new, highly detailed feature set from our 
time series data (pace, HR, cadence). We use feature selection to 
identify the most relevant of these features and this allows us to 
substantially improve on the split predictions made by our model. 
Due to computational cost we decide to only extract features for 
some of the most critical points of the marathon, namely the 10km, 
half-marathon, 30km and fnish line points of the race. After making 
a prediction as to the pacing split of the runner, we then classify 
whether that slowdown was greater than the average. Figure 3 
demonstrates that the extended feature set is better capable of 
predicting the split of a runner, and we are satisfed that the model 
is capable of recognising a large quantity of runners that will slow 
down at these points. 

3.2 Making Recommendations 
We look to make recommendations at crucial points of the race 
to runners that we believe are likely experience a signifcant slow 
down. During the race, runners are continually making decisions 
about how to adjust their pace, either to to reach a certain target 
fnish time, to avoid a slow down or to accommodate conditions 

Figure 4: Distances between suggested profle and real pro-
fle for runners that receive a recommendation. 

on the course. To make useful recommendations, we leverage the 
fact that some runners will make decisions about their pacing that 
will mitigate these efects and avoid a signifcant slowdown. The 
runners who successfully avoid a signifcant slowdown can become 
exemplars to those at risk of a slow down. If our model predicts a 
runner is at risk of slowing down signifcantly we will suggest a 
pacing plan based on the strategies of similar, at-risk runners that 
managed to fnish the race without a detrimental slowdown. We 
will make recommendations to all runners that we predict will slow 
down. 

We recommend an updated pacing plan to a runner at risk of 
slowing down by utilising user-based recommendation. The race 
features (pace, HR, cadence) are used to fnd similar runners and 
these are used to recommend the pacing profle for the remainder 
of the race. The recommended pacing plan for runner X at risk of 
slow down is generated with the following steps: 

(1) Find the most similar runners to X that do not slow down. 
(2) Calculate the average pacing profle these similar runners. 
(3) Normalise this average pacing profle. Pi 

Mean(P )
(4) Make a further fnish time prediction based model trained 

on runners that do not slow down. 
(5) Calculate the required average pace to fnish in that time. 
(6) Multiply the average pace over the normalised pacing profle 

to return a personalised pacing profle to the runner. 

3.3 Model Validation 
In order to validate our recommendations we examine more closely 
the group of runners that our model predicts will experience a slow 
down. Of this group, some will naturally adjust their pace and fnish 
safely, whereas others will experience a major slow down and hit 
the wall. 

We wish to show that runners that are at risk of slowdown (pre-
dicted to slowdown at each critical point) but fnish safely without 
intervention, follow a pacing strategy more similar to our recom-
mendations than those runners that do experience a slowdown. 

To do this we calculate the error between the recommended 
pace and the actual pace. Figure 4 demonstrates that for recom-
mendations made at each critical point, the recommendations are 
close to the actual performance of the runner, showing that our 
recommendations are similar to those strategies followed by at risk 
runners to correct their pacing. Meanwhile, the recommendations 
are less similar to the strategies run by runners that do slow down. 
This means that our recommendations, if followed, allow a runner 
to adapt their pace to achieve a minimal slowdown. 
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Figure 5: Example of recommendation on a smartwatch app. 

3.4 Explainability 
Recommendations made during a race may seem counter intuitive 
to the athlete, particularly when the athlete is advised to slow down 
in order to achieve a better fnish time (because there is a risk of hit-
ting the wall). The need for explanation of these recommendations 
has been recognised [3]. In the case of in-race recommendation a 
user is unlikely to feel tiredness at the point a recommendation is be-
ing made, and thus may ignore suggested pace adaptations. Indeed, 
during a race it may be difcult to envisage that a slight reduction 
in pace may lead to a faster fnish time. For this reason explanations 
are vital to convince an athlete that a pace adaptation is the correct 
course of action; both why a recommendation is being made and 
the beneft that will follow from accepting that recommendation. 
We seek to make these explanations simple for users. Runners tend 
to only carry small devices and the space to make explanations is 
limited. Additionally runners are likely to fnd it challenging to 
focus on complex explanations while running a marathon, making 
simple explanations crucial to any recommendation. 

The timing of these explanations and recommendations is also 
of importance. In Section 3.2 we generate recommendations only 
at the 10km, half marathon and 30km stages of the race. This is 
partially due to computational cost of the feature generation, but 
also because these are considered major distance milestones of the 
marathon. Common advice on marathon running suggests runners 
break the race into segments and to focus on hitting intermedi-
ate time goals [12]. At the end of these segments runners begin 
to assess their race and make decisions about future pacing. This 
makes these points a natural stage for presenting recommenda-
tions. Runners are already assessing their performance and are 
more susceptible to recommendation than they would be while fo-
cused solely on running. We chose 10km intervals for convenience; 
however 5km intervals, race aid stations, course specifc landmarks 
or user defned intervals are all possible. Our foremost goal is to 
make recommendations when they are most likely to be observed. 

It is noted in section 2.1 that the features used in prediction 
are correspond closely to those used by runners to evaluate their 
performance. This, alongside our tree based XGBoost model allows 
us to generate an explanation as to why a recommendation is being 
made for the user. The decisions that cause the model to predict 
a slowdown can be relayed to the user in terms they understand. 
For example a variability in cadence may suggest a forthcoming 
breakdown in form or a change in HR without an associated change 
in pace may suggest they are running a pace that will be unsustain-
able for the remaining distance. These reasons can be prompted to 

the user as explanations that trained runners will immediately un-
derstand. This association between the model and easily generated 
explanations are why we use an XGBoost model and forgo the use 
of deep learning methods for making predictions. 

We also wish to explain why a recommendation should be fol-
lowed. While it is of beneft to know why a recommendation was 
made we must also demonstrate the beneft of the pace adaptation. 
To do this we leverage our use of user-based recommendation and 
the neighbourhood approach used to generate a pacing plan. To 
demonstrate the efectiveness of the recommendation to a runner 
we show the future performance of runners in their neighbour-
hood that have been used as exemplars against the performance of 
those that did not adapt their pace. This gives a simple explanation 
- "Users that have run similarly to you and adapted their pace slowed 
down by X compared to users that did not adapt who slowed by Y ". 
Generating hybrid explanations from multiple sources has proved 
useful in diferent domains [14] and we believe our use of item and 
user-based explanations will lead to a user trusting and following 
our recommendations. An example of how these recommendations 
may be presented to the user can be seen in Figure 5. 

4 CONCLUSIONS AND FUTURE WORK 
In this paper we built a model to predict the fnish time of a runner 
during the race, and we demonstrate a clear improvement over the 
current baselines. We extended this model to accurately predict 
whether a runner will have a future slowdown in the race to identify 
runners that will experience premature fatigue. This identifcation 
provides us with the set of runners who require an in-race recom-
mendation to mitigate the efect of the potential slowdown. A rec-
ommendation method using runner similarity to provide suggested 
pace profles to those runners at risk of fatigue can successfully 
help runners avoid a detrimental slowdown. By using features that 
are related to a runner’s understanding of marathon efort we are 
also able to provide meaningful explanations to runners in terms 
they associate with fatigue and slowdown. 

We note that it may also be useful to provide recommendations 
for runners that are unable to fnish the marathon due to injury. 
However, there is currently no way of easily identifying runners 
that have not completed the full marathon distance within our 
dataset. Furthermore we believe that our recommendations may 
allow runners experiencing excessive fatigue to at least fnish the 
race. Nonetheless, we plan on including such runners in the future. 

One limitation of this work is that we do not have access to a 
runner’s previous performance data. Incorporating training data 
in our model would allow us to better identify whether or not a 
particular efort is sustainable. Such information would lead to 
an improvement in model performance in both fnish time and 
slowdown prediction. This in turn would allow us to make recom-
mendations earlier in the race to a group of runners who are more 
likely to slow down. Therefore we look to expand on this work 
by utilising detailed training data from these athletes to improve 
recommendations, particularly during early stages of the race. 
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